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Creative AI: Pop* and Therapeutic 
Computational Creativity

Paul Bodily
Assistant Professor

Department of Computer Science
Idaho State University



Computational Creativity

• What is Computational Creativity?

“The philosophy, science and engineering of computational systems which, by 
taking on particular responsibilities, exhibit behaviors that unbiased observers 
would deem to be creative.”

Simon Colton and Geraint A. Wiggins. Computational creativity: The final frontier? In Proceedings of the Twentieth European Conference on Artificial Intelligence, 
pages 21–26. IOS Press, 2012.





What defines creativity?

Graeme Ritchie. Some empirical criteria for attributing creativity to a computer program. Minds and Machines, 17(1):67–99, 2007. 



Twin-kle,   Twin-kle,     lit- tle      star,            how  I        won-der      what you   are!

Up      a- bove the      world so    high,            like    a       dia- mond   in     the      sky!

Twin-kle,   Twin-kle,     lit- tle      star,            how  I        won-der      what you   are!



Joseph C. Nunes, Andrea Ordanini, and Francesca Valsesia. The power of repetition: Repetitive lyrics in a song 
increase processing fluency and drive market success. Journal of Consumer Psychology, 25(2):187–199, 2014. 

(word/chorus repetition)

“more repetitive songs lyrically are processed more 
fluently and thus adopted more broadly and quickly 
in the marketplace”



Problem: Long-Term Dependency Challenge
Almost all models “are either of a 
Markovian kind, assuming a strictly 
limited range of dependency of the 
musical present on the musical past … 
or have a kind of decaying memory (as 
in simple Recurrent Neural Networks). 
On the other hand, it is clear that 
music is of a fundamentally non-
Markovian nature. Music is full of 
long-term dependencies: … themes 
return at regular or irregular intervals, 
after some intermittent material … we 
need more research on complex 
temporal models with variable 
degrees of memory” (p. 4).

Widmer, Gerhard. "Getting closer to the essence of music: The Con 
Espressione manifesto." ACM Transactions on Intelligent Systems and 

Technology (TIST) 8.2 (2017): 19.
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Twin-kle,   Twin-kle,     lit- tle      star,            how  I        won-der      what you   are!

Up      a- bove the      world so    high,            like    a       dia- mond   in     the      sky!

Twin-kle,   Twin-kle,     lit- tle      star,            how  I        won-der      what you   are!

?

?

?

Problem: Long-Term Dependency Challenge

Local Structure Global Structure



Problem Statement

There is a general lack of models capable of learning and exhibiting 
both local cohesion and relational global structure in sequence 
generation.



Challenge #1
Learning to recognize long-term dependencies in existing music



Twin-kle,   Twin-kle,     lit- tle      star,            how  I        won-der      what you   are!

Up      a- bove the      world so    high,            like    a       dia- mond   in     the      sky!

Twin-kle,   Twin-kle,     lit- tle      star,            how  I        won-der      what you   are!

Harmony

Pitch

Rhythm

Lyrics



Challenge #2
Creating a model to reproduce long-term dependencies



Constrained Markov models

• Clay loves Mary
• Mary loves Clay
• Clay loves Mary today
• Mary loves Paul today CLAY

TODAY

LOVES

PAUL

MARY

CLAY

TODAY

LOVES

PAUL

MARY

M1

Gabriele Barbieri, François Pachet, Pierre Roy, and Mirko Degli Esposti. Markov constraints for generating lyrics with style. In Proceedings of 
the Twentieth European Conference on Artificial Intelligence, pages 115–120. IOS Press, 2012. 

CLAY

TODAY
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PAUL
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M2

CLAY

TODAY
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PAUL
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M3
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{(𝑋𝑋1,𝑋𝑋4,𝜌𝜌)}



Imposing structure with DFAs

Alexandre Papadopoulos, Pierre Roy, and François Pachet. Avoiding plagiarism in Markov sequence generation. In Proceedings of the 
Association for the Advancement of Artificial Intelligence Conference on Artificial Intelligence, pages 2731–2737, 2014.

Deterministic Finite Automaton

DFA that accepts all subsequences of ABRACADABRA of length 4 
used to constrain against plagiarism in Markov processes.

A Lead sheet generated which contains no plagiarized subsequences of 
length >= 6.



• Clay loves Mary
• Mary loves Clay
• Clay loves Mary today
• Mary loves Paul today
• Clay loves Paul Carey

𝑋𝑋1 𝑋𝑋2 𝑋𝑋3 𝑋𝑋4

𝐶𝐶 = ∅

𝑉𝑉 =
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,
𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀
𝑞𝑞0

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

𝐶𝐶 =
{(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}

𝑉𝑉 = 𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,
𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀
𝑞𝑞1

𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀
𝐶𝐶 =

{(𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}
𝑉𝑉 = 𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

𝑞𝑞2

𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝐶𝐶 =

{(𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}

𝑉𝑉 =
𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,
𝑃𝑃𝑀𝑀𝑃𝑃𝐶𝐶
𝑞𝑞5

𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀
𝐶𝐶 =

{(𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}
𝑉𝑉 = ∅
𝑞𝑞4

𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀 𝐶𝐶 =
{(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}
𝑉𝑉 = 𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

𝑞𝑞6

𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝐶𝐶 =

{(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}

𝑉𝑉 =
𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,
𝑃𝑃𝑀𝑀𝑃𝑃𝐶𝐶
𝑞𝑞3

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐶𝐶 =
{(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}

𝑉𝑉 = 𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,
𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀
𝑞𝑞7

𝑃𝑃𝑀𝑀𝑃𝑃𝐶𝐶 𝐶𝐶 =
{(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀

𝑞𝑞8

𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀

𝑃𝑃𝑀𝑀𝑃𝑃𝐶𝐶

𝐶𝐶 =
{(𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀

𝑞𝑞11

𝐶𝐶 =
{(𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}
𝑉𝑉 = 𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

𝑞𝑞9

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝐶𝐶 =

{(𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}

𝑉𝑉 = 𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,
𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀
𝑞𝑞10

𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀

𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀

𝑞𝑞12

Carey

0.5

0.5

𝑃𝑃𝑀𝑀𝑃𝑃𝐶𝐶 𝐶𝐶 =
{(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}

𝑉𝑉 = 𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀,
𝐶𝐶𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀
𝑞𝑞8

𝐶𝐶 =
{(𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀,𝑋𝑋4) ∈ 𝜌𝜌}

𝑉𝑉 = 𝑡𝑡𝑙𝑙𝑡𝑡𝑀𝑀𝑀𝑀,
𝐶𝐶𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀
𝑞𝑞11

𝐶𝐶𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀

0.4

0.4

0.2

{(𝑋𝑋1,𝑋𝑋4,𝜌𝜌)}
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< 𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒒𝒒𝟑𝟑 >

< 𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒒𝒒𝟓𝟓 >

< 𝑪𝑪𝒍𝒍𝑪𝑪𝑪𝑪,𝒒𝒒𝟐𝟐 >

< 𝑷𝑷𝑪𝑪𝑷𝑷𝒍𝒍,𝒒𝒒𝟖𝟖 >

< 𝑪𝑪𝑪𝑪𝑪𝑪𝒍𝒍𝑪𝑪,𝒒𝒒𝟏𝟏𝟐𝟐 >

< 𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏𝟎𝟎 >

< 𝑷𝑷𝑪𝑪𝑷𝑷𝒍𝒍,𝒒𝒒𝟏𝟏𝟎𝟎 >

< 𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏 >

< 𝒕𝒕𝒍𝒍𝒕𝒕𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏𝟐𝟐 >

< 𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒒𝒒𝟑𝟑 >

< 𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒒𝒒𝟓𝟓 >

< 𝑪𝑪𝒍𝒍𝑪𝑪𝑪𝑪,𝒒𝒒𝟐𝟐 >

< 𝑷𝑷𝑪𝑪𝑷𝑷𝒍𝒍,𝒒𝒒𝟖𝟖 >

< 𝑪𝑪𝑪𝑪𝑪𝑪𝒍𝒍𝑪𝑪,𝒒𝒒𝟏𝟏𝟐𝟐 >

< 𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏𝟎𝟎 >

< 𝑷𝑷𝑪𝑪𝑷𝑷𝒍𝒍,𝒒𝒒𝟏𝟏𝟎𝟎 >

< 𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏 >

< 𝒕𝒕𝒍𝒍𝒕𝒕𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏𝟐𝟐 >

< 𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒒𝒒𝟑𝟑 >

< 𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒒𝒒𝟓𝟓 >

< 𝑪𝑪𝒍𝒍𝑪𝑪𝑪𝑪,𝒒𝒒𝟐𝟐 >

< 𝑷𝑷𝑪𝑪𝑷𝑷𝒍𝒍,𝒒𝒒𝟖𝟖 >

< 𝑪𝑪𝑪𝑪𝑪𝑪𝒍𝒍𝑪𝑪,𝒒𝒒𝟏𝟏𝟐𝟐 >

< 𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏𝟎𝟎 >

< 𝑷𝑷𝑪𝑪𝑷𝑷𝒍𝒍,𝒒𝒒𝟏𝟏𝟎𝟎 >

< 𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏 >

< 𝒕𝒕𝒍𝒍𝒕𝒕𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏𝟐𝟐 >

< 𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒒𝒒𝟑𝟑 >

< 𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒒𝒒𝟓𝟓 >

< 𝑪𝑪𝒍𝒍𝑪𝑪𝑪𝑪,𝒒𝒒𝟐𝟐 >

< 𝑷𝑷𝑪𝑪𝑷𝑷𝒍𝒍,𝒒𝒒𝟖𝟖 >

< 𝑪𝑪𝑪𝑪𝑪𝑪𝒍𝒍𝑪𝑪,𝒒𝒒𝟏𝟏𝟐𝟐 >

< 𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏𝟎𝟎 >

< 𝑷𝑷𝑪𝑪𝑷𝑷𝒍𝒍,𝒒𝒒𝟏𝟏𝟎𝟎 >

< 𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏 >

< 𝒕𝒕𝒍𝒍𝒕𝒕𝑪𝑪𝑪𝑪,𝒒𝒒𝟏𝟏𝟐𝟐 >

Cn
𝑞𝑞𝑖𝑖 must be an 

accepting state
Local Structure Global Structure



Challenge #3
Applying trained models with constraints in a creative AI system









Somewhere Over the Rainbow

𝑋𝑋1 𝑋𝑋2 𝑋𝑋3 𝑋𝑋4 𝑋𝑋5 𝑋𝑋6

𝐶𝐶 = ∅
𝑉𝑉 = 𝑀𝑀, 𝑏𝑏

𝑞𝑞0

𝐶𝐶 = {(𝑀𝑀,𝑋𝑋3) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑀𝑀, 𝑏𝑏

𝑞𝑞1

𝐶𝐶 = {(𝑏𝑏,𝑋𝑋3) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑀𝑀, 𝑏𝑏

𝑞𝑞2

𝐶𝐶 = {(𝑏𝑏,𝑋𝑋3) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑏𝑏
𝑞𝑞4

𝐶𝐶 = {(𝑀𝑀,𝑋𝑋3) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑀𝑀
𝑞𝑞3

𝐶𝐶 = {(𝑀𝑀,𝑋𝑋6) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑀𝑀, 𝑏𝑏

𝑞𝑞6

𝐶𝐶 = {(𝑏𝑏,𝑋𝑋6) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑀𝑀, 𝑏𝑏

𝑞𝑞7

𝐶𝐶 = {(𝑏𝑏,𝑋𝑋6) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑏𝑏
𝑞𝑞9

𝐶𝐶 = {(𝑀𝑀,𝑋𝑋6) ∈ 𝜌𝜌}
𝑉𝑉 = 𝑀𝑀
𝑞𝑞8

𝐶𝐶 = ∅
𝑉𝑉 = 𝑀𝑀, 𝑏𝑏

𝑞𝑞5

𝑀𝑀

𝑏𝑏
𝑀𝑀, 𝑏𝑏

𝑀𝑀, 𝑏𝑏

𝑀𝑀, 𝑏𝑏

𝑀𝑀, 𝑏𝑏
𝑀𝑀

𝑏𝑏

𝑀𝑀

𝑏𝑏

𝑀𝑀

𝑏𝑏 𝑞𝑞10

HARMONY: CM7 Am7 Em7 A7 Dm7 G7 CM7 CM7 CM7 Em7 Dm7 G7 CM7 Em7 Dm7 G7 CM7 Am7 Em7 A7 Dm7 G7 CM7 CM7

E4

G4 F4

PITCH: G4 E4 G4 A3 A3 F4 F4 D4 B3 C5 C5 C4 C4 C5 C5 B4 G4 G4 G4 A4 A4 A4 A4 G4 G4 G4 G4 A4 A4 A4 A4 G4 G4 E4 G4 A3 …

1.0

(2.5) 0.5

RHYTHM: 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 1.0 3.0 

Hey

Jude Make

Imagine/Hey, Jude

LYRICS: make It bet ter you have found her Then you you you you can start to make It bet ter you have found her 





Challenge #4
Evaluating a creative AI system



Evaluation
For each of 12 randomly generated songs we asked:
1. How would you rate this composition overall?

2. How would you rate the lyric composition in this piece? 

3. How would you rate the music composition in this piece?

4. How would you rate the global structure (i.e., form, layout) in this piece? 

5. How typical is this song of pop/rock/show tunes music?

6. How novel is this song compared to other pop/rock/show tunes music?



And I think I



Local Structure Global Structure


null

37.120056

eng - iTunNORM
 000003CF 00000345 00002650 00001EFA 00006349 000079A1 00007E2F 00007156 00006349 00006400�

eng - iTunSMPB
 00000000 00000210 0000076D 000000000018F103 00000000 000D8469 00000000 00000000 00000000 00000000 00000000 00000000�




null

75.78081

eng - iTunNORM
 000003C9 000003D8 000020C6 00002224 00006CFA 00006CFA 00007C71 00007DC5 0000D197 0000D197�

eng - iTunSMPB
 00000000 00000210 00000B6D 000000000032F103 00000000 001BACE6 00000000 00000000 00000000 00000000 00000000 00000000�







Photos from Session















Final Song







Thank you!
• Questions?

Paul Bodily
bodipaul@isu.edu



Accelerated Data Science and AI
Patty Delafuente| January 2023



Agenda

• RAPIDS
• NVIDIA AI Framework



CHALLENGES IN DATA SCIENCE TODAY
What Needs to be Solved to Empower Data Scientists

INCREASING BIG DATA USE 
CASES

Data sets are continuing to 
dramatically increase in size

Multitude of sources

Different data formats 
with varying quality

SLOW CPU
PROCESSING

End of Moore’s law, CPUs aren’t 
getting faster

Many popular data science tools 
are CPU-only

CPUs are not designed to 
parallelize processes well

COMPLEX SOFTWARE 
MANAGEMENT

Time consuming to install 
software

Nearly impossible to manage all 
version conflicts

Updates often break other 
software



ACCELERATING PYTHON DATA 
SCIENCE WITH RAPIDS



Continued Growth of Python Data Ecosystems
NumPy, Pandas, and Scikit-learn: 2x+ more monthly downloads than two years ago



“
“RAPIDS brings open-source GPU 

acceleration to data science and 
data engineering



NVIDIA RAPIDS TRANSFORMS DATA SCIENCE
From Analytics to NVIDIA Accelerated Data Science
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Python tools have democratized data science
ACCESSIBLE, EASY TO USE TOOLS ABSTRACT COMPLEXITY

Analytics
pandas

Data Preparation VisualizationModel Training

Machine Learning
scikit-learn

Graph Analytics
NetworkX

Deep Learning
TensorFlow, PyTorch, 

MxNet

Visualization
CuXFILTER <> pyViz

Dask

CPU Memory

Python is the most-used language in 
Data Science today. Libraries like 
NumPy, Scikit-Learn, and Pandas have 
changed how we think about accessibility 
in Data Science and Machine Learning.

While great for experimentation, PyData 
tools lack the power necessary for 
enterprise-scale workloads. This leads to 
substantial refactoring to handle the size 
of modern problems, increasing cycle 
time, overhead, and time to insight.

These pain points are further 
compounded by computational 
bottlenecks of CPU-based processing.

Code refactors and inter-team handoffs decrease data-driven ROI
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RAPIDS Accelerates POPULAR Data Science tools
DELIVERING ENTERPRISE-GRADE DATA SCIENCE SOLUTIONS IN PURE PYTHON

Pre-Processing
cuIO & cuDF

Data Preparation VisualizationModel Training

Machine Learning
cuML

Graph Analytics
cuGRAPH

Deep Learning
TensorFlow, PyTorch, 

MxNet

Visualization
CuXFILTER <> pyViz

Dask

GPU Memory

The RAPIDS suite of open source 
software libraries gives you the freedom 
to execute end-to-end data science and 
analytics pipelines entirely on GPUs.

RAPIDS utilizes NVIDIA 
CUDA primitives for low-level compute 
optimization and exposes GPU 
parallelism and high-bandwidth memory 
speed through user-friendly Python 
interfaces like PyData.

With Dask, RAPIDS can scale out to 
multi-node, multi-GPU cluster to power 
through big data processes.

RAPIDS enables the PyData stack with the power of NVIDIA GPUs
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Accelerates PyData on NVIDIA GPUs

NumPy -> CuPy/PyTorch/..
Pandas -> cuDF
Scikit-Learn -> cuML
Numba -> Numba

RAPIDS
Distributes and accelerates PyData

Can be distributed across Multi-GPUon 
single node (DGX)or across a cluster

Provides easy to use tooling enabling 
HPC-level performance

RAPIDS + DASK 

Provides accessible, easy to use 
tooling

NumPy, Pandas, Scikit-Learn, Numba 
and many more

Single CPU core, in-memory data

PYDATA
Distributes PyData across multiple cores

NumPy -> Dask Array
Pandas -> Dask DataFrame
Scikit-Learn -> Dask-ML
… -> Dask Futures

DASK

Sc
al

e 
U

p 
/ 

Ac
ce

le
ra

te

Scale Out / Parallelize

SCALE OUT PYTHON tools WITH RAPIDS + DASK
DISTRIBUTE & ACCELERATE COMPUTATION FOR PRODUCTION WORKLOADS
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LIGHTNING-FAST END-TO-END PERFORMANCE
REDUCING DATA SCIENCE PROCESSES FROM HOURS TO SECONDS

RAPIDS delivers massive speed-ups across the end-to-end 
data science lifecycle. Conducting benchmarks in a 
commercial cloud environment, we’re able to get 
incredible performance running a common ML model 
training pipeline.

Between loading and cleansing data, engineering features, 
and training a classifier using a 200GB CSV dataset, a 
RAPIDS-based pipeline completed these operations in just 
over two minutes. The same process takes two and half 
hours on a similar CPU-configuration.

16
A100s Provide More Power 

than 100 CPU Nodes*

70x
Faster Performance than 
Similar CPU Configuration

20x
More Cost-Effective than 
Similar CPU Configuration

TCO

$23.03

$24.23

$25.79

$42.32

$2.04

*CPU approximate to n1-highmem-8 (8 vCPUs, 52GB 
memory) on Google Cloud Platform.
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ACCELERATED PRE-PROCESSING

cuDF is a Python GPU DataFrame library 
for loading, joining, aggregating, 
filtering, and otherwise manipulating 
data all in a pandas-like API familiar to 
data scientists.

With cuDF, users can create GPU 
DataFrames from Numpy arrays, Pandas 
DataFrames, and PyArrow Tables. Once 
in cuDF format, users can utilize other 
GPU-accelerated libraries to easily 
conduct machine learning and analytics 
processes.

A FAMILIAR EXPERIENCE FOR PYTHON AND PANDAS USERS

900

500

0
Merge Sort

Group 
By

G
PU

 S
pe

ed
up

 O
ve

r 
CP

U

10M 100M

970

500

370 350 330 320

Single GPU Speed-Ups vs Pandas
GPU: NVIDIA Tesla V100 32GB on DGX-1
CPU: Intel(R) Xeon(R) CPU E5-2698 v4 @ 2.20GHz

https://pandas.pydata.org/
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ACCELERATED MACHINE LEARNING

cuML is a suite of libraries that 
implement machine learning algorithms 
and mathematical primitives functions 
that share compatible APIs with 
other RAPIDS projects.

cuML enables data scientists, 
researchers, and software engineers to 
run traditional tabular ML tasks on GPUs 
without going into the details of CUDA 
programming. In most cases, cuML's 
Python API matches the API from scikit-
learn.

GPU-POWER WITH THE FEEL OF SCIKIT-LEARN

26 GPU-Accelerated Algorithms & Growing

XGBoost Training Improvements
GPU: NVIDIA Ampere DGX A100s
CPU: 61GB memory, 8 vCPUs, 64-bit platform

https://rapids.ai/
https://scikit-learn.org/
https://scikit-learn.org/
https://github.com/rapidsai/cuml#supported-algorithms
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Decision Trees / Random Forests
Linear/Lasso/Ridge/ElasticNet Regression
Logistic Regression
K-Nearest Neighbors
Support Vector Machine Classification and 
Regression
Naive Bayes

K-Means
DBSCAN
Spectral Clustering
Principal Components
Singular Value Decomposition
UMAP
Spectral Embedding
T-SNE

Holt-Winters
Seasonal ARIMA / Auto ARIMA

More to come!

Random Forest / GBDT Inference (FIL)

Time Series

Clustering
Decomposition &

Dimensionality Reduction

Preprocessing

Inference

Classification / Regression

Hyper-parameter Tuning

Cross Validation

Algorithms
GPU-accelerated Scikit-Learn

Text vectorization (TF-IDF / Count)
Target Encoding
Cross-validation / splitting

https://github.com/rapidsai/cuml#supported-algorithms

https://github.com/rapidsai/cuml#supported-algorithms
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RAPIDS integrates with deep learning tools
BUILD COMPLEX WORKFLOWS WITHOUT LEAVING THE GPU

mpi4pyRAPIDS supports device memory sharing 
between many popular data science 
and deep learning libraries, such as 
PyTorch and TensorFlow. By providing 
native array interface support, data 
can stay on the GPU avoiding costly 
copying back and forth to host 
memory.

Data stored in Apache Arrow can be 
seamlessly pushed to deep learning 
frameworks that accept CUDA Array 
Interface protocol or work with DLPack, 
such as Chainer, MXNet, and PyTorch.



LEAKED SENSITIVE INFORMATION
Find and classify leaked credentials

PHISHING DETECTION
Analyze Raw Emails to Classify Automatically

NVIDIA Morpheus
Prebuilt Models for Data Driven Cybersecurity

DIGITAL FINGERPRINTING
Analyze Behavior of Every User and Machine

ANOMALOUS BEHAVIOR PROFILING
Profile behaviors to detect malicious code

IDENTITY FRAUD
Leveraging Graph Neural Networks



NVIDIA cuOPT

 NVIDIA cuOpt™ is a GPU-accelerated solver for complex vehicle routing 
problems with a wide range of constraints

 Pick up and deliveries : goods need to be moved from certain pickup 
locations to other delivery locations. Find optimal visit sequence for a fleet 
of associates to visit the pickup and drop-off locations.

 Patented parallel heuristics on GPU with parallel compute

 Competitive advantage : speed and accuracy to enable dynamic re-
optimization at scale

Fast, Accurate, and Scalable Optimization



Graph Neural Networks
RAPIDS + Deep Learning = Performance and Scalability

• New containers on NGC provide 
the latest GPU acceleration for 
DGL and PyTorch Geometric

• Single A100 up to 9.5x faster than 
128 CPU cores for RGCN model on 
MAG240 (vs. 2x AMD7268 EPYC)

• Mix and match GNNs and 
traditional ETL and graph 
algorithms smoothly with full 
cuGraph and cuDF integration
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Recommended 
next items

Recommender

Ordered or time-stamped 
sequence of user interactions

...

Transformers4Rec

● Sequential recommendation - Leverages user past interactions (usually long 
sequences)

● Session-based recommendation - Leverages only user interactions within current 
session (usually short sequences)

A toolkit for sequential and session based recommendation



NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE.

RAPIDS Accelerator for Apache Spark
Seamless integration with Apache Spark 3.x

Features

• Use existing (unmodified) customer code

• Spark features that are not GPU enabled 
run transparently on the CPU

GPU Acceleration of:

• Spark Data Frames

• Spark SQL

• Spark ML



NO QUERY CHANGES

• Add jars to classpath and set spark plugins 

config

• Same SQL and DataFrame code

• Compatible with PySpark, SparkR, Koalas, and 

other DataFrame-based APIs

• Seamless fallback to CPU for unsupported 

operations

spark.sql("""                                                                                                                
SELECT                                                                                                                       
o_order_priority                                                                                                             
count(*) as order_count                                                                                                      

FROM                                                                                                                         
orders                                                                                                                       

WHERE                                                                                                                        
o_orderdate >= DATE '1993-07-01'                                                                                              
AND o_orderdate < DATE '1993-07-01' + interval '3' month                                                                      
AND EXISTS (                                                                                                                 
SELECT                                                                                                                      
*                                                                                                                         

FROM                                                                                                                        
lineitem                                                                                                                  

WHERE                                                                                                                       
l_orderkey = o_orderkey                                                                                                   
AND l_commitdate < l_receiptdate                                                                                          

)                                                                                                                            
GROUP BY                                                                                                                     
o_orderpriority                                                                                                              

ORDER BY                                                                                                                     
o_orderpriority                                                                                                              

""").show()



HOW TO GET STARTED WITH RAPIDS
A VARIETY OF WAYS TO GET UP & RUNNING

More about RAPIDS Self-Start Resources Discussion & Support
● Learn more at RAPIDS.ai
● Read the API docs
● Check out the RAPIDS blog
● Read the NVIDIA DevBlog

● Get started with RAPIDS
● Deploy on the Cloud today
● Start with Google Colab
● Look at the cheat sheets

● Check the RAPIDS GitHub
● Use the NVIDIA Forums
● Reach out on 

https://rapids.ai/slack-invite
● NVIDIA Services

https://rapids.ai/
https://docs.rapids.ai/
https://medium.com/rapids-ai
https://developer.nvidia.com/blog/
https://rapids.ai/start.html
https://rapids.ai/cloud
https://colab.research.google.com/drive/1rY7Ln6rEE1pOlfSHCYOVaqt8OvDO35J0#forceEdit=true&offline=true&sandboxMode=true
https://www.nvidia.com/en-us/ai-data-science/resources/rapids-kit/
https://github.com/rapidsai
https://forums.developer.nvidia.com/c/ai-data-science/86
https://rapids.ai/slack-invite
https://www.nvidia.com/en-us/ai-data-science/professional-services/
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AI Frameworks and Tools
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NVIDIA End-to-End AI Software Suite
Deep Learning Streamlined From Conception to Production at Scale

TRAIN AT SCALE OPTIMIZED FOR INFERENCE DEPLOY AT SCALEDATA PREP

 Reduces data science processes 
from hours to seconds

 70x faster performance than 
similar CPU configuration

 20x more cost-effective than 
similar CPU configuration

 Maximize throughput for latency-
critical apps w/ compiler & 
runtime

 Optimize every network (CNNs, 
RNNs, & Transformers)

 Optimizes use of GPU memory 
bandwidth

 Fast & scalable AI to applications

 Diverse query types – real time, 
offline batch, ensembles

 Up to 266x performance increase 
over CPU-only

 Triton with FIL backend delivers 
best inference performance for 
tree-based models on GPUs

 Train, Adapt, Optimize Models in 
hours vs. months

 Open-source ML frameworks 
optimized for GPU

 Integrated w/ NVIDIA RAPIDS to 
simplify development 

TAO TOOLKIT



End-to-End Vision AI Development
Fast-Track Data Generation, AI Model Creation, App Development, Inference and Scalability

NVIDIA Fleet
Command

Metropolis
Microservices

NVIDIA Deepstream, 
TensorRT, and Triton

NVIDIA TAO
Toolkit

NVIDIA Video 
Storage Toolkit

NVIDIA Pre-Trained 
Models

NVIDIA Omniverse 
Replicator Any Cloud

Generate synthetic 
training data

Use state of the art 
models out of the box

Simplify and accelerate 
model tuning

Easily manage 
cameras and storage

Optimize inference 
throughput

Build cloud-native 
applications

Streamline edge 
deployment and app 

management

Deploy on any public 
and private cloud

Generate Train Build Deploy



N
VIDIA Enterprise 

Support

NVIDIA AI Enterprise

AI and Data 
Science Tools
And Frameworks

NVIDIA Network 
Operator

NVIDIA GPU 
Operator

Cloud-Native 
Deployment

PyTorc
h

NVIDIA TAO 
Toolkit

NVIDIA RAPIDS™

NVIDIA Triton™
Inference 

Server

NVIDIA TensorRT®TensorFlo
w

NVIDIA
CUDA-X 

AI™

NVIDIA
Magnum 

IO™

NVIDIA 
vGPU

Infrastructure 
Optimization

Mainstream Servers Public Cloud

Container Orchestration and Management Integration

NVIDIA AI ENTERPRISE SOFTWARE SUITE
Enterprise AI for Everyone, Everywhere, on Every Platform

https://www.nvidia.com/ai-enterprise-suite/

https://www.nvidia.com/ai-enterprise-suite/


NVIDIA LaunchPad
Instantly experience end-to-end workflows for AI, data science, 3D design collaboration, and more

Get Started at nvidia.com/launchpad





Ian Ferreira



[Confidential - Distribution with NDA]

This presentation contains forward-looking statements concerning Advanced Micro Devices, Inc. (AMD) such as the features, functionality, performance, availability, timing and expected benefits of AMD products; and the AMD Instinct™
roadmap, which are made pursuant to the Safe Harbor provisions of the Private Securities Litigation Reform Act of 1995. Forward-looking statements are commonly identified by words such as "would," "may," "expects," "believes," 
"plans," "intends," "projects" and other terms with similar meaning. Investors are cautioned that the forward-looking statements in this presentation are based on current beliefs, assumptions and expectations, speak only as of the date 
of this presentation and involve risks and uncertainties that could cause actual results to differ materially from current expectations. Such statements are subject to certain known and unknown risks and uncertainties, many of which are 
difficult to predict and generally beyond AMD's control, that could cause actual results and other future events to differ materially from those expressed in, or implied or projected by, the forward-looking information and statements. 
Investors are urged to review in detail the risks and uncertainties in AMD’s Securities and Exchange Commission filings, including but not limited to AMD’s most recent reports on Forms 10-K and 10-Q.

AMD does not assume, and hereby disclaims, any obligation to update forward-looking statements made in this presentation, except as may be required by law.
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Together we advance AI to help solve the world’s 
most important challenges

PERFORMANT

Competitive performance 
helps ensure we meet the 
growing needs of accelerated 
computing

INCLUSIVE

An open software stack and 
competitive pricing 
maximizes reach and 
participation

RESPONSIBLE

Power efficiency helps 
reduce the environmental 
impact of accelerated 
computing
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Top500 and Green500 lists as of June 2022



HARDWARE

Our Leadership in Silicon
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Roadmaps Subject to Change
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SOCKET

(8x) A100 SXM (80GB) w/ AMD EPYC 7742 VS (8x) MI250X OAM (128GB) w/optimized 2nd Gen EPYC
MI200-57, MI200-59, MI200-61, MI200-63
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NODE

(4x) A100 SXM (80GB) w/ AMD EPYC 7742 VS (4x) MI250X OAM (128GB) w/optimized 2nd Gen EPYC
HUGGING FACE ITER/SEC
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•

CPU and GPU cores share a unified on-package pool of memory

•
CPU | GPU | Cache | HBM

•

•

See Endnote MI300-03.  Preliminary data and projections, subject to change.
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CPU
Memory

(DRAM)







*AMD Projections
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SOFTWARE

Building the ROCm ecosystem
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AMD.com/InfinityHub

http://amd.com/InfinityHub
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US-BASED FREE-TRIAL ENVIRONMENT
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Tentacle-Like Continuum Robots and Sub-Task Automation
Alan Kuntz (alan.kuntz@utah.edu)

Assistant Professor, Kahlert School of Computing and Robotics Center
University of Utah



Continuum Manipulators
Curved, compliant manipulators
Snake through constrained, complex 
spaces
Soft interaction with the environment

der Maur, Pascal Auf, et al. "RoBoa: Construction and evaluation of a steerable vine robot for search and 
rescue applications." 2021 IEEE 4th International Conference on Soft Robotics (RoboSoft). IEEE, 2021

Burgner-Kahrs, Jessica, D. Caleb Rucker, and Howie Choset. "Continuum robots for medical 
applications: A survey." IEEE Transactions on Robotics 31.6 (2015): 1261-1280.



Gilbert, et.al. "Concentric tube robots: The state of the art and future directions." Robotics Research (2016): 253-269.













Physics-based shape model

Rucker et al. 2011 (TRO)



Shape model is frequently inaccurate



Unintended collisions

102



Learning a shape model



Learning a shape model



Learning a shape model



Learning a shape model



Learning a shape model



Training data: ground truth from robot

Robot



Training data: cameras with known location

Cameras



Training data: cameras with known location



Training data: shape from silhouette



Training data: shape from silhouette



Learning a shape model



Learning a shape model

Physics-based model ~1.7ms



Subtask Automation Learned from Human 
Demonstrations

We can compute a motion, but which
motion?
Full, reactive automated manipulation 
for complex, many-stepped tasks in 
uncertain environments is not yet 
feasible.
Leverage humans to demonstrate sub-
task execution



Knowledge

Sensors Human Trajectory 𝜏𝜏

Observed 
Context

Endoscope image: https://www.intuitivesurgical.com/test-drive/pages/crystal-clear-3dhd.php



Knowledge

Sensors Human Trajectory 𝜏𝜏

Observed 
Context

?

Sensors Automation Trajectory 𝜏𝜏



Knowledge

Sensors Human Trajectory 𝜏𝜏

Observed 
Context

Observed 
Context

Sensors Trajectory 𝜏𝜏Automation



Knowledge

Human

Observed 
Context

Observed 
Context

Sensors Trajectory 𝜏𝜏Automation

Demonstrations



Medical 
knowledge

Human

Observed 
Context

Observed 
Context

Sensors Trajectory 𝜏𝜏Automation

Demonstrations



Human demonstration 
collection

Waypoints IK 
Controller

Demonstrations with 
different contexts

𝑀𝑀1

𝑀𝑀2



Medical 
knowledge

Human

Observed 
Context

Observed 
Context

Sensors Trajectory 𝜏𝜏Automation

Demonstrations



𝑓𝑓 𝜅𝜅 → 𝑇𝑇′

argmin𝑊𝑊�
𝑖𝑖=1

𝐷𝐷

𝑓𝑓(𝜅𝜅) − 𝑇𝑇𝑖𝑖 2
2 + 𝛼𝛼 𝑊𝑊 2

2

• Linear Ridge Regression

• Radial-Basis Function Kernel Ridge Regression (RBF)

• Neural Trajectory Network

𝜅𝜅 ≜ 𝑐𝑐𝑙𝑙𝑐𝑐𝑡𝑡𝑙𝑙𝑐𝑐𝑡𝑡 𝑇𝑇′ ≜ 𝑡𝑡𝑀𝑀𝑀𝑀𝑡𝑡𝑙𝑙𝑐𝑐𝑡𝑡𝑙𝑙𝑀𝑀𝑀𝑀

Predictor 𝑓𝑓:



Medical 
knowledge

Human

Observed 
Context

Observed 
Context

Sensors Trajectory 𝜏𝜏Automation

Demonstrations



Steps toward more complex tasks
Environmental geometry dependent



Context:
Width, height, and reference point



Demonstration Trajectory network



Context:
Reference point
Radii of the two spheres 



Demonstration Trajectory network Trajectory network





Context:
Reference point
Scale of the anatomy







Representing deformable objects



Representing deformable objects



Low-dimensional point cloud representation



Shape servo control loop



DeformerNet

Architecture of DeformerNet

Feature 
Extraction

Deformation 
Control



• Leverage large-scale deformable object simulation to generate 
training data 

Training data collection

daVinci Research Kit (dVRK) surgical robot DeformerNet is trained on a variety of 
object geometries and stiffness

















Other University of Utah 
Robotics/AI/ML

> 15 Core Robotics Faculty

> 20 AI/ML Faculty

Additional strengths in NLP, Computer 
Vision, Image Processing



Tentacle-Like Continuum Robots and Sub-Task Automation
Alan Kuntz (alan.kuntz@utah.edu)

Assistant Professor, Kahlert School of Computing and Robotics Center
University of Utah
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Big Data    Machine Learning   Artificial Intelligence

Thank you
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